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SUMMARY 

Mental representation and proper understanding 
of the three-dimensional structure of the human 
body is commonly challenging to the learner. Ad-
vances in computing science hold promise to sig-
nificantly contribute to scientific visualization, in-
cluding three-dimensional visualization of ana-
tomical structures. This paper describes the im-
plementation of a computer application designed 
for addressing two major aspects of anatomy 
education, namely (i) effective three-dimensional 
visualization for classroom or laboratory demon-
stration, and (ii) exploration and annotation for 
personal, self-directed learning. The digital tool 
presented here relies on a polygon mesh surface 
rendering technique to represent anatomical 
scenes which the user can navigate by translating 
or rotating the viewing direction. A stereoscopic, 
anaglyph view mode is also provided to increase 
depth perception within the scene. Colouring and 
opacity change operations enable the user to 
modify the appearance of rendered models, 
which also can be removed and retrieved as 
needed during the session. All changes to the 
scene can be saved to file and retrieved at a later 
time. The graphical and textual annotation fea-
tures included in this application enable the user 
to enrich structural information in the anatomical 
scene with personal input. An overview is pro-
vided of potential uses of this tool in anatomy and 
embryology learning. 

Key words: Anatomy – Teaching – Computer-
assisted teaching – Medical education – Gross 
anatomy – Three-dimensional visualization 

INTRODUCTION 

Learning anatomy is essentially a three-
dimensional endeavour. In the anatomy lab, ca-
daver dissection and the analysis of prosected 
specimens remains a straightforward and power-
ful approach to demonstrate and learn the three-
dimensional structure and relevant spatial rela-
tionships in a number of body regions and or-
gans. When dealing with small and intricate struc-
tures, resorting to physical models and high-
quality graphic renditions is often preferred. For 
instance, structures contained in the middle and 
inner ear, terminal branches of cranial nerves, or 
certain brain nuclei and pathways are commonly 
recognized as difficult structures to successfully 
demonstrate by dissection (Nicholson et al., 
2006; Bowen et al., 2007; Estevez et al., 2010; 
Yeung et al., 2011). In addition, an illustrative 
example of the difficulty to generate a mental rep-
resentation of anatomical three-dimensional 
structure may be found in the developing human 
embryo, where spatial details often pose consid-
erable difficulty to the teacher to graphically rep-
resent and quite a challenge for the learners to 
understand in its full complexity (Kakusho et al., 
2001; Mizuta et al., 2002; Abdulla et al., 2004; 
Garcia et al., 2012; Yamada et al., 2006, 2012). 
Over the last decades, the advancement of clini-
cal imaging and computing technologies has 
made available a variety of visualization tech-
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niques that have opened up a new view for ana-
tomical information and education. Alone or in 
combination with a variety of computer-based 
media, three-dimensional visualizations are be-
coming widely used tools in medical instruction 
today (Rochford, 1985; Garg et al., 2001; Henn et 
al., 2002; Risucci et al., 2002; Wanzel et al., 
2003; Keehner et al., 2004; Huk, 2006; Temkin et 
al. 2006; Guillot et al., 2007; Gangata, 2008; Silen 
et al. 2008; Perry 2007; Crossingham et al. 2009; 
Hilbelink, 2009; Hoyek et al., 2009; Petersson et 
al., 2009). In most three-dimensional viewing soft-
ware applications, data visualization typically re-
lies on scene rendering techniques that include 
surface rendering, volume rendering or planar 
rendering, alone or in combination. Surface ren-
dering is based on reflection of scene lights on 
multiple small interconnected triangles that collec-
tively shape the external surface of a three-
dimensional structure. In contrast, in volume ren-
dering techniques polygon extraction is not re-
quired and the volumetric dataset is directly ren-
dered according to predefined colour and trans-
parency transfer functions. Finally, planar render-
ing corresponds to standard visualization of tomo-
graphic sections in axial, frontal and sagittal 
views. An evident benefit of anatomical 3D mod-
els is the ability to render the spatial relationships 
between structures. This is expected to improve 
the acquisition of spatial knowledge, hereby con-
tributing to overcome difficulty both mentally 
transposing a two-dimensional image onto a three
-dimensional patient and identifying structures in 
the living body as required in clinical examination 
(Heylings, 2002), although optimal contexts and 
uses for this approach remain to be established 
(Henn et al., 2002; Huk, 2006; Perry et al., 2007; 
Hilbelink, 2009; Petersson et al., 2009; Price and 
Lee, 2010). In addition, digital didactic material 
can also provide interaction, in contrast to text-
book diagrams and photographs, and 3D presen-
tation of material can improve learning by increas-
ing a learner's immersion, interest and motivation 
(Dalgarno and Lee, 2010). In recent years, bio-
medical educational institutions all over Europe 
are facing a shift in teaching methodologies within 
the new Bologna paradigm that entails a transi-
tion from lecture-based, traditional didactic in-
struction to the use of active learning methodolo-
gies encouraging independent thought, team-
work, and life-long learning. In addition, the hours 
devoted to dissection and anatomy teaching are 
declining from the medical curriculum (Aziz et al., 
2002; Parker, 2002) and in many institutions there 
has been a loss of staff in anatomy that are 
skilled in teaching the subject (Heylings, 2002). 
This has prompted considerable debate as to the 
best methods of teaching anatomy in an efficient 
and cost-effective manner (James et al., 2004). In 
this changing context, a variety of complementary 

methods have been proposed to address these 
new needs in anatomical teaching and training 
both for the educator and the student (Verhoeven 
et al., 2002; McLachlan et al., 2004; McLachlan 
and Patten, 2006). Among other approaches, 
computer-based resources and particularly three-
dimensional representations of the human body 
hold promise to become a useful, cost-effective 
adjunct to other resources employed in anatomi-
cal teaching (Aziz et al., 2002; Older, 2004; 
Shaffer, 2004; Patten, 2007). 

This proof-of-concept paper describes the im-
plementation of a digital tool devised to address 
two central aspects of anatomy education, 
namely (i) effective three-dimensional visualiza-
tion for classroom or laboratory demonstration, 
and (ii) exploration and annotation for personal, 
self-directed learning. The potentialities of this 
tool are discussed. 

MATERIALS AND METHODS 

Three-dimensional rendering 

For the purposes of the present work, a polygon 
surface mesh rendering procedure was chosen 
for several reasons. First, surface rendering can 
be less demanding in computational terms than 
volume rendering, provided that a trade-off is 
reached between elimination of superfluous trian-
gles and preservation of an adequate level of 
spatial detail. Second, surface meshes acquire a 
solid appearance when rendered, and thus their 
resemblance to body constituents such as bones, 
viscera or blood vessels is relatively simple to 
achieve. Finally, surface rendering allows the 
user to easily modify the rendering features (i.e. 
colour and opacity level) of any model of the 
scene individually, rather than to the whole 
scene. 

The viewing application reported on here was 
implemented by using libraries from the Visualiza-
tion Toolkit package (VTK; http://www.vtk.org). 
The VTK is an open-source software project de-
voted to scientific visualization (Schroeder et al., 
1998) that has been used for a variety of medical 
visualization applications (Palombi et al., 2006; 
Rosset et al., 2004; Burgielski et al., 2002). The 
visualization pipeline in VTK typically includes 
creating or importing the models, mapping their 
visualization properties, and laying them out as 
actors in the scene to be finally rendered. In stan-
dard VTK-based applications, the rendering win-
dow allows the user to interact with the elements 
comprising the 3D scene by mouse clicking and 
dragging, for example to zoom in or out, to dis-
place the viewing camera within the scene, or to 
rotate the models. 
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Interface layout and user controls 

The user interface and controls were con-
structed here using the Java JDK 1.7 (Sun Micro-
systems Inc.) and the Swing Application Frame-
work. A compiled version of VTK with the Java 
wrapping for different computer platforms (MS ® 
Windows (TM), MAC OS (TM), or GNU Linux) 
was used. 

Test model generation 

Three-dimensional polygon surface meshes 
can be generated either by 3D modelling from 
geometric primitives or via segmentation of 
stacked sectional data. The latter is often pre-
ferred for generating anatomically accurate and 
realistic meshes, since this procedure ensures 
the preservation of relative positions and ana-
tomical accuracy of three-dimensional relation-
ships among the segmented elements. The term 
segmentation refers to subdivision of an image 
into its constituent parts. In particular, the con-
tours of the desired structures within the global 
dataset can be outlined manually, semi-
automatically or automatically throughout the 
dataset, so three-dimensional surface meshes of 
selected elements can be computed from out-
lined contours. 

In this work, 3D models were generated from 
three different data sources and procedures. 
Stacked optical projection tomography data 
(Sharpe et al., 2002) of a human embryo at the 
Carnegie Stage 12 (26th post-ovulatory day ap-
proximately) were used; these were generated 
and distributed as part of the HUDSEN atlas pro-
ject (http://www.hudsen.org, Kerwin et al. 2010). 
The external surface of this embryo was seg-
mented automatically from transverse sections by 
using the 3D Slicer soft-
ware version 3.6.3 (http://
www.slicer.org), whereas 
the neural tube, the heart, 
part of the primitive gut, 
the arterial and venous 
systems, and particularly 
the early aortic arches 
were manually seg-

mented by using the itk-SNAP software version 
2.2.0 (Yushkevich et al., 2006). A four-somite em-
bryo at the Carnegie Stage 9 (ca. 20 post-
fertilization days) was modelled by using Blender 
v 2.63 software (http://www.blender.org), based 
on sectional data from the Virtual Human Embryo 
P r o j e c t  w e b  s i t e  ( h t t p : / /
virtualhumanembryo.lsuhsc.edu/). 

Finally, osseous labyrinth, middle ear ossicles 
and tympanic membrane were adapted from Vir-
tual Reality Model Language (vrml) files made 
available from the Auditory Mechanics Laboratory 
at the Department of BioMedical Engineering, 
McGill University (Montreal, Canada). 

RESULTS 

A simple computer application was imple-
mented here for visualization and annotation of 
three-dimensional anatomical scenes. The user 
interface consists of a main visualization panel, a 
set of controls that support operations to the mod-
els featured in the scene, a table listing the 
names of loaded models, and a menu bar includ-
ing standard file- and application operations (Fig. 
1). The interface is highly intuitive and user-
friendly, and has a steep learning curve. The im-
plemented application was named Anatorama, 
highlighting the ability this software application 
provides to visualize anatomy. The core applica-
tion can be distributed with a portable Java (TM) 
runtime engine (Java Portable 7) for execution on 
a flash drive device. 

Navigating scenes and customizing scene 
configuration 

User interactions include navigation of the 
scene and modification of the rendering proper-

Fig. 1. Layout of the Ana-
torama application's user 
interface. 1. Main viewing 
panel where the anatomical 
scene is to be rendered. 2. 
Model table to list all models 
loaded into memory and 
rendered in the viewing 
panel. 3. File and session 
operation menu bar, includ-
ing a Scene components 
menu for selecting and loading the 3D model files comprising the scene, a Session menu for saving and loading set 
configuration files, and a Help menu for user's reference. 4. Set of controls for colouring and opacity level operations, 
for capturing still pictures of the rendered scene, as well as for enabling stereoscopic anaglyph view mode. 

http://www.blender.org/
http://virtualhumanembryo.lsuhsc.edu/
http://virtualhumanembryo.lsuhsc.edu/
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Fig. 2. Captures of lateral 
and posterior views (A and B, 
respectively) of a 3D scene 
containing featuring the left 
bony labyrinth, middle ear 
ossicles and tympanic mem-
brane. The tympanic mem-
brane has been rendered 
translucent in A, in order to 
expose ear ossicles and the 
stapes footplate apposed to 
the oval window. 1. Tym-
panic membrane. 2. Umbo of 
tympanic membrane. 3. Neck 
of malleus. 4. Lateral process 
of malleus. 5. Head of 
malleus. 6. Body of incus. 7. 
Short limb of incus. 8. Long 
limb of incus. 9. Lenticular process of incus and head of stapes. 10. Limbs of stapes. 11. Lateral semicircular canal. 
12. Posterior semicircular canal. 13. Anterior semicircular canal. 14. Cochlea. 

Fig. 3. Screen captures of three progressive levels of 
depth in exploring 3D meshes representing a human 
embryo at the Carnegie Stage 9. A. 1. Neural groove. 2. 
Prosencephalon. 3. Mesencephalon. 4. Rhomben-
cephalon. 5. Otic disk. 6. Trigeminal area. 7. Hyoid 
area. 8. Amnion (cut edge). 9. Yolk sac (cut edge). 10. 
Surface ectoderm overlying somites. 11. Primitive node. 

12. Primitive streak. 13. Caudal eminence. 14. Connecting stalk. 15. Umbilical vessels. B. 1. Oropharyngeal mem-
brane. 2. Developing pharynx. 3. Notochordal plate. 4. Pericardial cavity (bottom). 5. Conoventricular region. 6. First 
aortic arch. 7. Dorsal aorta. 8. Vitelline veins. 9. Somites 1 through 4. 10. Caudal coelomic cavity. C. 1. Pericardial 
cavity (translucent). 2. Caudal coelomic cavity (translucent). 3. Vitelline veins. 4. Sinus venosus. 5. Atrium. 6. Atrio-
ventricular junction. 7. Ventricular region. 8. Conal region. 9. First aortic arch. 10. Dorsal aorta. 11. Umbilical vessels. 
12. Notochordal plate. D. Similar view to C in stereoscopic, anaglyph view mode. 
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ties (i.e. colour and opacity) of the models within 
the scene. The navigation mode chosen here 
was camera-mode, i.e. the one in which mouse 
clicking and dragging affects the viewer's position 
rather than the models'. This mode of scene navi-
gation allows for zooming in and out the scene, 
displacing the viewpoint across the frontal plane, 
and rotation around the models to explore the 
scene in different viewing directions. Upon load-
ing the surface models into memory, the anatomi-
cal scene is rendered in the viewing panel, and 
the names of all featured models are listed in the 
model table. Interaction of the user with the ana-
tomical scene can then commence. For example, 
double-clicking the left mouse button on any 
model within the viewing panel will remove it from 

the scene, whereas double-clicking on its name 
will either remove it or bring it back to scene de-
pending on its previous state. In addition, the 
models can all be removed or rendered back at 
once by clicking on the appropriate buttons on the 
panel. 

All models loaded are first rendered in a neutral 
colour and completely opaque by default, and any 
changes to their rendering properties should be 
made either individually by using the appropriate 
set of controls, or collectively by loading a previ-
ously saved set file (cf. below). To select an indi-
vidual model for colouring or opacity operations, 
the user can click the left mouse button either on 
the model itself in the rendered scene or on the 
model's name in the list. The colouring operation 
consists of applying an arbitrary colour that can 
be selected from a menu in a pop-up window 
(Red-Green-Blue or Hue-Saturation-Brightness 
colour dimensions, or palette colour). This allows 
the user to visually classify homologous struc-
tures with conventional (e.g. bright red for arter-
ies, blue for veins, white or marble for bones, etc) 
or any desired colour codes, as well as to high-
light any structure in a different colour. The opac-
ity changing operation is used to apply any arbi-
trary level of translucency to a model, so its pres-
ence can be obscured and all structures lying 
behind exposed. Using opacities wisely allows 
the user to effectively highlight and demonstrate 
the relative positions of internal or tightly packed 
structures. Examples of colour and transparency 
changes to anatomical scenes are provided n 
Figs. 2, 3 and 5. A check-box within the control 
panel permits the user to view the scene in 
stereoscopic, anaglyph mode (Fig. 3), and any 

Fig. 4. General organization of the 3D surface files 
(models) and the graphical and textual annotation fea-
tures. All surface model files are opened from a single 
containing folder. Each model can be attached a piece 
of text as an annotation (textual annotation), as well as 
one or more bright green spheres termed here as 
markers (graphical annotation). Each marker can be 
itself also labelled textually, so the user's input ends up 
enriching the scene with custom, personal information. 

Fig. 5. Captures of 3D meshes representing a human 
embryo at the Carnegie Stage 12. A. Low magnification 
view of the embryo's body. The opacity level of the em-
bryo's external surface has been lowered in A in order to 
expose a number of structures inside the body. 1. Heart. 
2. A. Arterial system. 2. Venous system. 3. Primitive gut. 
4. Connecting stalk. 5. Folding neural tube. 6. Optic vesi-
cle. 7. Auditive vesicle.  B. Graphical annotation on the 
arterial system in a close-up view of the developing aortic 
arches. Markers have been placed in A to pinpoint a few 

relevant structures. 1. Left first aortic arch. 2. Left second aortic arch. 3. Left third aortic arch. 4. Aortic sac. 5. Trun-
cus arteriosus. 6. Left atrium. 7. Left dorsal aorta. 8. Left common cardinal vein. 9. Left anterior cardinal vein. 10. Left 
posterior cardinal vein. A pop-up window prompting the user for text input is shown corresponding to marker number 
6.  
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rendered image in the viewing panel can be cap-
tured and saved to file. 

Textual and graphical annotation 

A primary objective in designing this digital tool 
was to provide the user with the ability to make 
annotations on the anatomical scene. This fea-
ture was deemed important to promote an active 
engagement of the user and to integrate the 
learner's input. To this end, two mechanisms – 
termed here model annotation and marker anno-
tation – were devised (fig. 4). Model annotation 
refers to linking a text label to any model in the 
scene. Thus, double-clicking the right mouse but-
ton on any model within the scene will bring up a 
text box for textual user-input, which can be re-
trieved later on during the session or saved to file 
as needed. In addition, markers are bright green 
spheres that the user can place arbitrarily as 
graphical annotations anywhere on the surface 
on a model to highlight specific locations (Fig. 5). 
Also markers can be labelled with textual annota-
tions (Fig. 5). The combination of graphical and 
textual annotations allows the user to enrich the 
scene with personal input. 

Saving and loading annotations and scene 
configurations 

All changes applied by the user to a scene, in-
cluding modifications to the rendering properties 
of the models and graphical and textual annota-
tions, can be saved to set files for further use. 
Moreover, by previously generating different set 
files for a particular scene, the user will be able to 
load a variety of rendering configurations as 
needed, even radically different ones. This re-
source maximizes the versatility of each scene, 
which can be customized to fit specific visualiza-
tion needs or to include textual information in 
varying teaching and learning contexts (see be-
low). 

DISCUSSION 

This paper is a proof of concept demonstration 
of how a simple software application for 3D visu-
alization and annotation can become a useful tool 
in the educational setting. 

Three-dimensional scenes in both the class-
room and the anatomy lab 

An obvious advantage of anatomical 3D models 
is the ability to demonstrate the spatial relation-
ships between structures. During classroom pres-
entations, some items such as the spatial struc-
ture of morphogenetic changes of the human em-
bryo or the connecting pathways between certain 
brain regions are usually hard to represent 

graphically on the blackboard or by projected il-
lustrations, and often histological material or 
schematics diagrams are required for further 
demonstration. In these contexts, three-
dimensional representation by using a digital tool 
such as the one reported on in this paper can 
represent a valuable adjunct to conventional me-
dia. According to specific demonstration needs, 
instructors can edit in different possible ways the 
rendering properties of the surface models com-
prising the scene, and save these changes to 
different set files so the desired scene appear-
ances can be loaded directly from file as needed 
during classroom presentations. All necessary 
files (application files, Java runtime environment, 
3D model files, and set files) can be brought to 
the classroom computer on a flash drive, since 
Anatorama can be executed directly on this de-
vice without installation. 

The anatomy lab is also a learning context that 
can benefit from a computer application for 3D 
visualization (Campbell et al., 2001; Doubleday et 
al., 2011). Three-dimensional computer visualiza-
tion can provide a virtual-dissection-like approach 
that can compare favourably to cadaver dissec-
tion when minute and intricate structures are 
dealt with. For example, investigators have pro-
posed 3D visualization technologies as a viable 
adjunct to conventional media for the study of 
cranial nerves (Yeung et al., 2011), inner and 
middle ear (Nicholson et al., 2006; Venail et al., 
2010), lymph nodes (Qatarneh et al., 2006), or a 
developing viscus (Abid et al., 2010). In addition, 
when time devoted to dissections is restricted and 
access to cadavers is limited or cost-prohibitive 
(American Association of Colleges of Nursing, 
2003), computer exploration of virtual specimens 
represents an affordable and highly cost-effective 
educational resource. 

Finally, the image capture feature in Anatorama 
can be used to generate still pictures of anatomi-
cal scenes that can serve specific demonstration 
needs. High quality anatomical illustrations are 
not inexpensive, and the generation of appropri-
ate iconography poses a limitation to the produc-
tion of learning materials in the academic setting. 
In this sense, a promising strategy to attain photo
-realistic quality and to produce high-end anat-
omic illustrations by capturing rendered 3D 
scenes would be the addition of a texture map-
ping feature in future versions of this software. 

Self-directed learning 

The capacity to think and work independently is 
central to active learning methodologies in the 
new Bologna paradigm. Several features of Ana-
torama can be considered as supporting self-
directed learning. Firstly, it enables the learner 
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not only to navigate the scene but also to actively 
manipulate the appearance of any anatomical 
model at her/his own pace. For example, the or-
derly removal of superficial anatomical structures 
to progressively expose deeply located ones is 
comparable to a simulated cadaver dissection 
experience. Interestingly, during the computer 
simulation the learner will be able to restore any 
removed model or to start over. The immersion 
experience can be further intensified by enabling 
the anaglyph view mode, which creates a stereo-
scopic effect by encoding each eye's image using 
filters of different (red and cyan) colours (fig. 3D). 
This approach has long been used in printed 
form in the context of anatomy teaching and 
learning (Cunningham, 1909; Basset, 1962; 
Prentice et al., 1977), and also more recently in 
digital media (Nogueira et al., 2008; Trelease, 
1998; Nguyen and Wilson, 2009). Importantly, 
the learner here should be able to use the same 
digital models presented in the classroom or in 
the anatomy lab, as well as appropriate set files, 
for individual in-depth study. Secondly, the tex-
tual and graphical annotation features in Ana-
torama enable both the learner and the teacher 
to enrich the structural information with personal 
notes. Thus, set files can be generated to contain 
custom information for personal study or for one's 
records. Thirdly, the appropriate management of 
set files that storage annotation information 
poses new scenarios for information sharing 
among learners, as well as for collaborative work. 
For example, set files can be shared over the 
Internet and developed collaboratively. In addi-
tion, if Anatorama is devised as a learning tool for 
specific tasks or assignments, information anno-
tated by the learner, saved to a set file and sent 
over to the instructor can be used for evaluation 
in the way of a learner portfolio. Finally, while this 
software application can be used without sequen-
tial format, i.e. with no specified beginning and 
end, three-dimensional exploration and annota-
tion can be conceived as structured learning ac-
tivities if more directive teaching styles are 
adopted, by providing supplementary learning 
materials or instructions for sequential explora-
tion. Anatorama also can be effectively used in 
tutorials, as well as in e-learning or blended 
learning contexts (Pereira et al., 2007). 

Limitations and future directions 

A limitation of computer rendition of body struc-
tures as three-dimensional surface meshes is 
that these may appear stiff, textureless and unre-
alistic. For example, fibre orientation will be miss-
ing if a surface mesh representing a muscle is 
rendered in a uniform, synthetic colour. In addi-
tion, the textures of fasciae and intervening con-
nective tissue can be difficult to reproduce realis-

tically. 

Texture mapping, i.e. the addition of pixel infor-
mation to the mesh surfaces, can overcome 
these limitations and provide surface meshes with 
photo-realistic quality and higher resemblance to 
biological tissue. However, this technique is 
rather demanding in computational terms and 
should thus be used wisely. Secondly, generating 
anatomical 3D surface meshes by segmentation 
requires specialized anatomic knowledge and 
may be a time-consuming task, which poses a 
limitation to a more generalized use of 3D visuali-
zation techniques in the teaching of human anat-
omy. Generation of high-quality anatomical sur-
face models should be seen as a research contri-
bution and regarded as an academic merit, much 
the same as other forms of scientific illustration 
such as didactic drawing, as long suggested by 
others (Krstic, 1993). Ideally, generated meshes 
should be peer-reviewed for anatomic accuracy 
and educational relevance, and made available to 
the anatomy teaching community as educational 
assets. A repository of contributed material would 
be best viewed as a community resource, where 
datasets, generated meshes, and even set files 
may be shared for open use by teachers and 
learners alike. 

In future works, the convenience of including 
additional features such as texture mapping, vol-
ume rendering or planar viewing capabilities may 
be considered for specific learning contexts as 
needed. In addition, hierarchies that define rela-
tionships among body parts, e.g. part of, tributary 
of, branch of, etc., may be included in the organ-
izational structure of the models. It is important to 
emphasise, nevertheless, that although this digi-
tal tool can be used in a variety of different ways 
as discussed above, its usefulness in the teach-
ing of anatomy and embryology will need to be 
empirically evaluated and validated for specific 
curricular contents and learning contexts. 
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